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The propagation of ultrafast pulses in dispersion-engineered waveguides, exhibiting strong field
confinement in both space and time, is a promising avenue towards single-photon nonlinearities in
an all-optical platform. However, quantum engineering in such systems requires new numerical tools
and physical insights to harness their complicated multimode and nonlinear quantum dynamics. In
this work, we use a self-consistent, multimode Gaussian-state model to capture the nonlinear dynam-
ics of broadband quantum fluctuations and correlations, including entanglement. Notably, despite
its parametrization by Gaussian states, our model exhibits nonlinear dynamics in both the mean
field and the quantum correlations, giving it a marked advantage over conventional linearized treat-
ments of quantum noise, especially for systems exhibiting gain saturation and strong nonlinearities.
Numerically, our approach takes the form of a Gaussian split-step Fourier (GSSF) method, naturally
generalizing highly efficient SSF methods used in classical ultrafast nonlinear optics; the equations
for GSSF evaluate in O(M2 logM) time for an M -mode system with O(M2) quantum correlations.
To demonstrate the broad applicability of GSSF, we numerically study quantum noise dynamics and
multimode entanglement in several ultrafast systems, from canonical soliton propagation in third-
order (χ(3)) waveguides to saturated χ(2) broadband parametric generation and supercontinuum
generation, e.g., as recently demonstrated in thin-film lithium niobate nanophotonics.

I. INTRODUCTION

The concept of shot noise is a prevailing paradigm for
understanding fundamental quantum fluctuations in elec-
tromagnetic radiation, arising from the discrete nature of
photons [1]. As photonic devices push towards the ulti-
mate limits of energy efficiency, however, quantum fluc-
tuations become an increasingly ubiquitous and limiting
factor in their operation, and the potential emergence
of non-Poissonian and correlated photon statistics—e.g.,
squeezing [2], photon (anti-)bunching [3], and quantum
diffusion of optical pulses [4, 5]—necessitates a more so-
phisticated treatment of quantum noise. At the same
time, properly harnessing such nonclassical phenomena
presents major opportunities in photonics research, with
applications from quantum-enhanced metrology [6–9] to
quantum information processing [10–14].

An emerging but promising approach for accessing this
nonclassical regime is the use of dispersion-engineered
nonlinear nanophotonics [15], where the spatial [16, 17]
and temporal confinement of light to ultrashort pulses
propagating in sub-wavelength waveguides significantly
enhances the nonlinear polarization produced per pho-
ton. In principle, such devices can access single-photon
nonlinearities [18], in which full quantum models are
needed to describe photon correlations [19–21]. However,
even as experimental efforts advance towards this critical
milestone, many transitional and practically important
devices, from high-gain parametric amplifiers [22–24] to
low-power microcombs [25], are expected to operate in
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a more intermediate, semiclassical regime, where it suf-
fices to account for first- and second-order (i.e., Gaus-
sian) correlations in the quantum fluctuations. A com-
plete understanding of these leading-order quantum ef-
fects is also vital for navigating the classical-quantum
transition, allowing us to conceptually interpolate be-
tween these regimes and facilitating the development of
hybrid semiclassical-quantum models [26, 27]. The sys-
tematic treatment of Gaussian quantum correlations has
recently been formalized into the language of Gaussian-
state quantum optics [28–30], a framework that describes
the action of basic linear components such as squeezers,
beamspitters, phaseshifters, etc., as discrete Gaussian op-
erations on Gaussian states.

From a classical perspective, however, the dynam-
ics of light are much richer than a Gaussian-state for-
malism based on discrete operations might suggest.
Broadband fields evolving under nonlinear partial dif-
ferential equations prescribed by Maxwell’s equations,
e.g., the Lugiato-Lefever equation [31] and the nonlin-
ear Schrödinger equation [32], can support a rich phe-
nomenology of emergent multimode dynamics, such as
rogue waves [33, 34], chaos, and solitons [35, 36], en-
abling breakthrough technologies such as optical fre-
quency (micro-)combs [37–39] in the process. As quan-
tum fluctuations become increasingly relevant to the op-
eration of highly multimode and nonlinear devices, we
require a unified framework [27] that leverages the math-
ematical efficacy of multimode Gaussian-state models
while capturing the physical expressivity of nonlinear ul-
trafast dynamics. The demand is especially acute for
guiding the development of emerging platforms like thin-
film lithium niobate (TFLN) nanophotonics [15, 22, 40],
which is already anticipating a regime of attojoule-level,
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femtosecond nonlinear optics in next-generation devices.
In this paper, we show how the framework of multi-

mode Gaussian quantum optics [41] can be integrated
with the nonlinear dynamics of ultrafast pulse propaga-
tion, allowing us to study the roles quantum fluctuations
play even in current-generation devices. Our approach
is a natural Gaussian-state generalization of the classical
split-step Fourier (SSF) method used in nonlinear ultra-
fast optics, modified to systematically treat multimode
quantum noise, correlations and entanglement on the
same dynamical footing as the mean field, without the
use of ad hoc noise models or Monte-Carlo techniques.
In contrast to conventional linearized treatments such as
undepleted-pump approximations [42–44], our Gaussian
SSF (GSSF) approach uses a self-consistent Gaussian-
state approximation to the quantum dynamics [45–49]
to take into account nonlinear corrections to the mean-
field dynamics induced by quantum fluctuations. These
corrections are necessary to ensure energy conservation
in the high-efficiency, low-energy regimes of nonlinear
nanophotonics, where saturation energies are orders of
magnitude lower than in bulk or fiber optics and lin-
earized models are often inadequate.

We apply our method to numerically study the dynam-
ics of quantum noise in several illustrative examples from
nonlinear ultrafast optics. Using the GSSF version of the
nonlinear Schrödinger equation, we study the canonical
Kerr soliton and show how multimode quantum fluctua-
tions can destabilize the classical waveform. We also look
at optical parametric generation [50, 51], in which intense
squeezing of a signal pulse results in pump depletion
solely due to parametric fluorescence [52–54]. Finally,
we simulate supercontinuum generation based on broad-
band, saturated second-harmonic generation [55, 56]
and analyze how quantum entanglement of the octave-
spanning frequency comb affects the quantum noise limit
for the detection of carrier-envelope-offset beat notes in
f − 2f interferometry. Notably, the latter two examples
involve device parameters that have already been demon-
strated experimentally using TFLN waveguides [15], un-
derscoring the utility of our GSSF framework for engi-
neering ultrafast quantum nonlinear devices.

II. GAUSSIAN APPROXIMATION OF
NONLINEAR DYNAMICS

To illustrate our scheme and compare it with other ap-
proaches, we consider one of the simplest nonlinear opti-
cal models, the single-mode Kerr Hamiltonian ĤKerr :=
1
2ℏgâ

†2â2 (note we use the := notation for definitions, and

∂yx := dx/dy). Physically, ĤKerr can be seen as describ-
ing a single trapped mode in a cavity experiencing self-
phase modulation, and the Heisenberg equation of mo-
tion for its quantum dynamics is i∂gtâ = â†â2. Note that
such a single-mode model does not inherit the modeling
challenges intrinsic to multimode quantum dynamics of
pulse propagation, and thus, it should be seen as only a

toy model in the context of this work. Nevertheless, as
we show in this section, we can still obtain useful insights
translatable to generic multimode scenarios through the
studies of the single-mode toy model.
Our approach is to assume that the system can be well

described by a Gaussian state characterized by the mean
⟨â⟩ and covariances ⟨δâ†δâ⟩ and ⟨δâ2⟩, where δâ := â−⟨â⟩
is the fluctuation operator corresponding to â. Intu-
itively, the mean corresponds to (or generalizes) the clas-
sical field, while the covariances describe the statistics of
the system’s quantum noise. Of course, since ĤKerr is
a nonlinear Hamiltonian, the dynamics in principle can
generate non-Gaussian features in the state. Here, we
are primarily interested in a systematic approach for ne-
glecting such non-Gaussian features in order to arrive at
a Gaussian approximation of the dynamics, which phys-
ically is well justified outside regimes of strong single-
photon nonlinearities.
To derive the equations of motion for the mean field, we

take expectations on both sides of the Heisenberg equa-
tion of motion, to obtain

i∂gt⟨â⟩ = ⟨â†â2⟩. (1)

The righthand side involves an expectation over a higher-
order product of operators, for which we require a suit-
able approximation. We now describe one conventional
approach for dealing with this problem, which we call the
linearized treatment. We then generalize this treatment
with a nonlinear Gaussian model to include nonlinear
corrections.

A. Linearized treatment

In the linearized treatment, we make two main assump-
tions to simplify (1). First, we assume the state is well
approximated by a coherent state, so we can write

⟨â†â2⟩ 7→ ⟨â†⟩⟨â⟩2. (2)

As a result, we immediately recover the (classical) mean-
field equation of motion for a Kerr cavity,

i∂gt⟨â⟩ = ⟨â†⟩⟨â⟩2, (3)

which can now be solved without employing any knowl-
edge of how the quantum noise evolves in the system.
Second, for the covariance equations, we discard any

terms on the righthand side which are second-or-higher-
order in the fluctuation operators. This generates a lin-
earized equation of motion for the fluctuation operator

i∂gtδâ = ⟨â⟩2δâ† + 2⟨â†⟩⟨â⟩δâ. (4)

From this, it follows that the covariances also evolve lin-
early, according to

i∂gt⟨δâ2⟩ = ⟨â⟩2⟨δâ†δâ+ δâδâ†⟩+ 4⟨â†⟩⟨â⟩⟨δâ2⟩ (5a)

i∂gt⟨δâ†δâ⟩ = ⟨â⟩2⟨δâ†2⟩ − ⟨â†⟩2⟨δâ2⟩, (5b)
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FIG. 1. Illustrative example in approximating quantum fluc-
tuations in a single-mode Kerr model by Gaussian quantum
noise. (a) Phase-space portraits of a coherent state evolving

under the single-mode Kerr Hamiltonian ĤKerr, with zoomed-
in Wigner functions shown inset at various times. We com-
pare two different approaches for approximating the Gaussian
moments of the fluctuations (see main text); the linearized
treatment is shown with a dash-dotted ellipse, while the non-
linear (NL) Gaussian model is shown solid. As a function
of time, we also compare between the two models total pho-
ton number (b) and major- and minor-axis variances of the
quantum fluctuations (c). For reference, the initial coherent
state has displacement ⟨â⟩ =

√
20 and we assume a linear

field decay rate of κ = 1.5g (see Appendix C for treating loss
in the NL Gaussian model). Full-quantum simulations are
performed using QuantumOptics.jl [57].

which, together with (3), constitute the dynamics under

the linearized treatment of ĤKerr. In fact, we can analyt-
ically solve these equations: For an initial coherent state
with ⟨â⟩ = α0, we have for the mean ⟨â⟩ = α0e

−iτ and
for the covariances

⟨δâ2⟩ = −e−2iτ (τ2 + iτ), ⟨δâ†δâ⟩ = τ2, (6)

where we have defined τ := |α0|2gt.
In the linearized treatment, there is an asymmetry or

separation of scales between the classical and semiclassi-
cal dynamics: While the evolution of the quantum fluc-
tuations are driven by the evolution of the mean field, the
mean itself evolves purely classically and is unaffected by
the quantum noise. This inherent inconsistency is often
acceptable in situations where a very large mean field is
required to produce even modest amounts of squeezing,

but it can lead to unphysical consequences, such as vio-
lation of photon-number (energy) conservation, in more
mesoscopic regimes of operation. In this case, the mean
photon number under the linearized dynamics is

n̄ := |⟨â⟩|2 + ⟨δâ†δâ⟩ = |α0|2(1 + τ), (7)

which is clearly increasing with time.
In Fig. 1, we show the evolution of an initial coher-

ent state under ĤKerr comparing the exact quantum dy-
namics (dotted line) to the linearized treatment (dashed
lines). We see that linearization overestimates both the
photon number and the variances of the quantum fluctu-
ations, especially at later times. As hinted in the figure,
however, such issues can be mitigated by turning to a
self-consistent nonlinear Gaussian model.

B. Nonlinear Gaussian model

Using again the simple single-mode ĤKerr, we now out-
line the essential ingredients for an alternative approach
based on a self-consistent Gaussian-state approximation.
Our goal is again to derive equations of motion for the
mean ⟨â⟩ and the covariances ⟨δâ†δâ⟩ and ⟨δâ2⟩, but,
here, we keep all terms in intermediate calculations and
only apply Gaussian-state assumption at the end, after
expanding higher-order moments as needed.
Rather than (2), we instead have the exact expression

⟨â†â2⟩ = ⟨â†⟩⟨â⟩2 + 2⟨â⟩⟨δâ†δâ⟩+ ⟨â†⟩⟨δâ2⟩+ ⟨δa†δâ2⟩.
(8)

With this, the mean-field equation of motion becomes

i∂gt⟨â⟩ = ⟨â†⟩⟨â⟩2 + 2⟨â⟩⟨δâ†δâ⟩+ ⟨â†⟩⟨δâ2⟩, (9)

where the only approximation we have made is that
⟨δâ†δâ2⟩ = 0, which is necessarily true for a Gaussian
state since this term is an odd-order central moment. In
contrast to (3), the equation of motion for the mean now
involves the covariances.
To obtain the equation of motion for the covariances,

we also first obtain the dynamics of the fluctuations.
However, without making the linearization approxima-
tion, the exact form of (4) is instead

i∂gtδâ = ⟨â⟩2δâ† + 2⟨â†⟩⟨â⟩δâ+ δâ†δâ2 (10)

+ 2⟨â⟩(δâ†δâ− ⟨δâ†δâ⟩) + ⟨â†⟩(δâ2 − ⟨δâ2⟩).

We next utilize the chain rule, taking care to preserve
operator ordering, via

∂t⟨δẑ1δẑ1⟩ = ⟨(∂tδẑ1)(δẑ2)⟩+ ⟨δẑ1(∂tδẑ2)⟩. (11)

Applying this to, e.g., the equation of motion for ⟨δâ2⟩,

i∂gt⟨δâ2⟩ = ⟨â⟩2⟨δâ†δâ⟩+ ⟨â⟩2⟨δâδâ†⟩+ 4⟨â†⟩⟨â⟩⟨δâ2⟩
+ ⟨δâ†δâ3⟩+ ⟨δâδâ†δâ2⟩,
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where the only approximation we have made is again the
elimination of odd central moments, i.e., the terms stem-
ming from the second line of (10). Compared to (5), we
see that there are fourth-order correction terms [58].

Finally, we require one additional step in order to sim-
plify the fourth-order moments occurring in the second
line above, as this term is not generally zero for a Gaus-
sian state. However, for a Gaussian state, it turns out
that even higher-order central moments can be decom-
posed into sums of products of covariances only. In par-
ticular, for this case, we can use the expansion [59]

⟨δẑ1δẑ2δẑ3δẑ4⟩ = ⟨δẑ1δẑ2⟩⟨δẑ3δẑ4⟩ (12)

+ ⟨δẑ1δẑ3⟩⟨δẑ2δẑ4⟩+ ⟨δẑ1δẑ4⟩⟨δẑ2δẑ3⟩.

With this decomposition, we can now show that

i∂gt⟨δâ2⟩ = ⟨â2⟩⟨δâ†δâ+ δâδâ†⟩+ 4⟨â†â⟩⟨δâ2⟩ (13a)

i∂gt⟨δâ†δâ⟩ = ⟨â2⟩⟨δâ†2⟩ − ⟨â†2⟩⟨δâ2⟩, (13b)

which, together with (9), constitute the nonlinear Gaus-

sian model for ĤKerr. Note that in (13), we use the short-
hands ⟨â2⟩ = ⟨â⟩2 + ⟨δâ2⟩ and ⟨â†â⟩ = ⟨â†⟩⟨â⟩+ ⟨δâ†δâ⟩
to highlight similarities to the linearized treatment (5).
At the same time, we clearly see the distinction as
well: The linearized treatment effectively assumes that
⟨δâ2⟩ ≪ ⟨â⟩2 and ⟨δâ†δâ⟩ ≪ |⟨â⟩|2 in evaluating the evo-
lution of the variances.

We emphasize that the coupled equations (9) and (13)
are nonlinear differential equations, describing nonlinear
evolution of the Gaussian moments. As first pointed out
in Ref. [45], such models, while approximate, can capture
a wider set of physical behaviors than linearized approxi-
mations, where the Gaussian moments follow strictly lin-
ear dynamics. To distinguish the two, we therefore refer
to such models as nonlinear Gaussian-state models. We
also note that, in the single-mode case, these nonlinear
equations are consistent with those derived using a sim-
ilar approach in Ref. [46].

Finally, we can show that, in contrast to the linearized
treatment, the nonlinear Gaussian-state model preserves
photon number. This can be seen by computing

∂tn̄ = ⟨â†⟩(∂t⟨â⟩) + (∂t⟨â†⟩)⟨â⟩+ ∂t⟨δâ†δâ⟩ = 0. (14)

In fact, as shown in Fig. 1, the nonlinear Gaussian-state
model exactly tracks the photon number of the correct
quantum model, while providing a more faithful estimate
of the variances compared to the linearized treatment.

III. QUANTUM NOISE PROPAGATION IN A
CHI(3) WAVEGUIDE

Extending this method to the broadband and multi-
mode setting, we now consider a 1D waveguide with a
non-dispersive third-order χ(3) nonlinearity. Theoreti-
cally, a continuum treatment of such a system can be

quantized by introducing field operators ψ̂z which obey

continuum commutation relations
[
ψ̂z, ψ̂

†
z′

]
= δ(z − z′)

and annihilate the quantized photon-polariton field of
the medium at some spatial position z. Using these
field operators together with their Fourier duals Ψ̂k :=∫
dz e−ikzψ̂z, we consider a χ(3) Hamiltonian

Ĥχ(3) := Ĥ4wm + Ĥlin, where (15)

Ĥ4wm :=
ℏ
2

∫
dz g ψ̂†2

z ψ̂
2
z , Ĥlin := ℏ

∫
dk

2π
Ω(k)Ψ̂†

kΨ̂k.

Here, g is a coupling rate related to the nonlinearity,
while Ω(k) describes the linear dispersion of the field.
In this work, we are interested in the copropagating en-
velope of a pulse but not the carrier nor the absolute
group velocity. Thus, if ω(k0 + k) is the bare frequency

of a monochromatic mode Ψ̂k with wavevector offset
by k from the carrier’s at k0, then we define Ω(k) :=

ω(k0 + k)−
[
ω(k0) + kω′(k0)

]
. That is, we interpret Ψ̂k

in a frame rotating at ω(k0+k)−Ω(k) = ω(k0)+kω
′(k0),

and ψ̂z acts on a relative position z comoving at ω′(k0).

The Heisenberg equation of motion for ψ̂z generated
by Ĥχ(3) is

i∂tψ̂z = gψ̂†
zψ̂

2
z +Ω(−i∂z)ψ̂z. (16)

The mean-field version of this equation, obtained by for-

mally replacing ψ̂z with a c-number function ψ(z), is is
the usual classical equation of motion for a mean-field
waveform ψ(z) in a χ(3) waveguide with linear disper-
sion, of which the famous nonlinear Schrödinger equation
(NLSE) is a special case when Ω is expanded to second
order [60].
The two terms representing the χ(3) nonlinearity and

linear dispersion above are respectively generated by the
two Hamiltonians Ĥ4wm and Ĥlin. They each take a sim-
ple local form in (15), only when respectively expressed
in position and momentum space, which are Fourier dual
to one another; consequently, Ĥ4wm and Ĥlin do not com-
mute in general. In numerical methods, it is well-known
that such a situation can be effectively treated with
a split-operator approach: Instead of trying to evolve
the system under both Hamiltonians simultaneously, we
Trotterize the dynamics by iteratively applying the evolu-
tion due to Ĥ3wm and Ĥlin separately, using the Fourier
transform to convert between position and momentum
space as needed. To facilitate this approach, we rewrite
(16) in terms of differential (super)operators

Ṅ ψ̂z :=
i

ℏg
[Ĥ3wm, ψ̂z] = −iψ̂†

zψ̂
2
z , (17a)

dDΨ̂k :=
i

ℏ
[Ĥlin, Ψ̂k] dt = −iΩ(k)Ψ̂k dt, (17b)

where we use the dot notation Ṅ = dN/d(gt) to denote
differential evolution with respect to normalized time gt
in the nonlinear part, but we retain Leibniz notation
dD = Ḋ dt in the linear evolution for convenience when
treating loss as described in Appendix C.
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Despite their superficial similarity to the classical
model, both (16) and (17) are numerically intractable to
solve directly. Physically, the problem amounts to solving
for the dynamics of an entire quantum field, where each
field degree of freedom (i.e., mode) occupies a bosonic
Fock space. Even if we discretize the field to M modes
and truncate the Fock space of each mode to D dimen-
sions (i.e., allowing at most D − 1 photons per mode),
the quantum state of the field lives in a DM -dimensional
(Hilbert) space, upon which operators such as Ĥ3wm and

Ĥlin act. A typical discretization of the classical field
ψ(z) in the NSLE might employ M = 1024 points, but
even just allowing one photon per mode at D = 2, we
have, at least without the use of sophisticated model re-
duction techniques, a 21024-dimensional problem!
The situation becomes greatly simplified, however, if

we are able to focus our attention solely on the Gaus-

sian moments of the state, namely the mean ⟨ψ̂z⟩ (corre-
sponding to an M -dimensional vector when discretized)

and the covariances ⟨δψ̂zδψ̂z′⟩ and ⟨δψ̂†
zδψ̂z′⟩ (each cor-

responding to an M × M matrix). Thus, in a Gaus-
sian framework, the numerical problem of solving for the
quantum noise dynamics becomes O(M2)-dimensional.
As a result, our nonlinear Gaussian-state model has ac-
cess to the same highly efficient numerical techniques em-
ployed by classical pulse propagation techniques, includ-
ing the use of split-step methods based on the fast Fourier
transform (FFT) and massively parallel computation on
graphics processing units (GPUs). Specifically, just as
the cost of evolving the field over one time step for the
classical NLSE is well known to be limited by FFT to
O(M logM), our method does the same for the full Gaus-
sian moments of the field with only cost O(M2 logM).
This makes our method a natural generalization of the
classical split-step Fourier (SSF) method, and we there-
fore refer to our numerical approach, when applied to
the problem of ultrafast pulse proagation, as a nonlin-
ear Gaussian-state SSF (GSSF) method. In this work,
we perform all GSSF simulations using a GPU imple-
mentation of the RK4IP split-step method [61] via the
high-level Julia package CUDA.jl [62].

As in Sec. II, the key contribution of this work is to
prescribe nonlinear equations of motion for the mean and

covariance of the multimode field ψ̂z, making only the as-
sumption that the state is Gaussian. Due to the split-step
nature of the GSSF method, we have, as in the classical
SSF, the additional requirement of applying the disper-
sive step due to Ĥlin, but because (17b) is linear, we
straightforwardly have

i dD⟨Ψ̂k⟩ = Ω(k)⟨Ψ̂k⟩dt (18)

for the mean, and, for the covariances,

i dD⟨δΨ̂kδΨ̂k′⟩ =
(
Ω(k′) + Ω(k)

)
⟨δΨ̂kδΨ̂k′⟩dt (19a)

i dD⟨δΨ̂†
kδΨ̂k′⟩ =

(
Ω(k′)− Ω(k)

)
⟨δΨ̂†

kδΨ̂k′⟩dt, (19b)

which can be analytically integrated. Thus, the nontriv-
ial part is deriving the equations of motion in the non-

linear (or real-space) step, but because (17a) is local in

z (i.e., the differential evolution of ψ̂z is decoupled from

that of ψ̂z′ for z ̸= z′), we can simply make use of the
same methods already presented in Sec. II for the single-
mode case, making sure to carefully track the multimode
indices in the covariances. For the mean, we have a mod-
ified version of the classical nonlinear step,

i Ṅ ⟨ψ̂z⟩ = ⟨ψ̂†
z⟩⟨ψ̂z⟩2 + 2⟨ψ̂z⟩⟨δψ̂†

zδψ̂z⟩+ ⟨ψ̂†
z⟩⟨δψ̂2

z⟩,
(20)

where the last two terms are corrections due to coupling
to the covariances. Then the equations of motion for the
covariances are, after some algebra,

i Ṅ ⟨δψ̂zδψ̂z′⟩ = ⟨ψ̂2
z⟩⟨δψ̂†

zδψ̂z′⟩+ ⟨ψ̂2
z′⟩⟨δψ̂zδψ̂

†
z′⟩

+ 2
(
⟨ψ̂†

zψ̂z⟩+ ⟨ψ̂†
z′ ψ̂z′⟩

)
⟨δψ̂zδψ̂z′⟩ (21a)

i Ṅ ⟨δψ̂†
zδψ̂z′⟩ = −⟨ψ̂†2

z ⟩⟨δψ̂zδψ̂z′⟩+ ⟨ψ̂2
z′⟩⟨δψ̂†

zδψ̂
†
z′⟩

− 2
(
⟨ψ̂†

zψ̂z⟩ − ⟨ψ̂†
z′ ψ̂z′⟩

)
⟨δψ̂†

zδψ̂z′⟩, (21b)

where we use the shorthand notations ⟨ψ̂2
z⟩ = ⟨ψ̂z⟩2 +〈

δψ̂2
z

〉
, ⟨ψ̂†

zψ̂z⟩ = |⟨ψ̂z⟩|2 + ⟨δψ̂†
zδψ̂z⟩, and ⟨δψ̂zδψ̂

†
z′⟩ =

⟨δψ̂†
z′δψ̂z⟩ + δ(z − z′). (Note that the latter Dirac delta

function is converted into a Kronecker delta upon dis-
cretizing of the continuum field following Appendix B.)
To summarize, the GSSF equations of motion describ-

ing the propagation of both the mean field and the Gaus-
sian quantum noise in χ(3) waveguides are given by (18),
(19), (20), and (21).

A. Example: Soliton noise dynamics

As a first demonstration, we apply GSSF to study
propagation of a canonical Kerr soliton in a χ(3) nonlin-
ear waveguide. Classically, the Kerr soliton is a perfectly
stable waveform arising from the balance of linear dis-
persion with nonlinear self-phase modulation, and quan-
tum noise around this classical solution, in the form of
so-called “Kerr squeezing”, has been extensively studied
in quantum optics [63–66]. Conventionally, such stud-
ies use a linearized treatment [42–44] which, as discussed
in Sec. II, presupposes a separation of energy scales be-
tween dynamics of the mean field and the quantum noise:
The former occurs very quickly and is first solved using
classical SSF, while the latter is treated as simple lin-
ear perturbations that follow the classical solution. As
we show, however, nonlinear dynamics captured by our
GSSF method can have a qualitative impact on Kerr
squeezing in the regime of small soliton amplitude (i.e.,
under stronger optical nonlinearities).
The Kerr soliton can be canonically treated using the

χ(3) nonlinear waveguide propagation model (15), and we
assume a quadratic dispersion where Ω(k) = 1

2ω
′′k2. In

this case, the mean-field limit of (16) (i.e., the classical
NLSE) supports the well known sech-soliton solution [60]
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ψ(sech)
z =

√
n̄

2zn̄
exp

(
iπt

4tn̄

)
sech

(
z

zn̄

)
, (22a)

where n̄ is the mean photon number of the soliton, and

tn̄ =
2πω′′

g2n̄2
, zn̄ = −2ω′′

gn̄
(22b)

are the characteristic soliton period and pulse width, re-
spectively. Note that we assume the regime of modula-
tion instability gω′′ < 0 for the soliton solution to exist.
For the purposes of this example, we initialize the pulse
as a coherent state described by (22). Note that after
scaling t and z by tn̄ and zn̄, respectively, the only free
parameter is the mean photon number n̄, which effec-
tively captures the “quantumness” of the system.

A convenient way to analyze the quantum noise dy-
namics is to calculate the squeezing supermodes of the
field and their respective squeezing levels [67, 68]. Phys-
ically, for a pure Gaussian state, the squeezing super-
modes correspond to a set of orthogonal pulse waveforms
which independently experience quadrature squeezing.
In most cases, only a few dominant supermodes (cor-
responding to low-order waveforms) experience signifi-
cant squeezing, thus providing an efficient description of
the multimode squeezing and entanglement in the pulse.
Appendix D summarizes the procedure we use to cal-
culate these squeezing supermodes and their squeezing
levels, using the covariance matrix produced by a numer-
ical method like GSSF. In general, the waveforms of the
squeezing supermodes can dynamically change through-
out propagation [69], and their shapes are also indepen-
dent of (though usually influenced by) the shape of the
mean-field waveform. This can happen even when the
mean field is classically stable (as is the case for the soli-
ton solution (22)), and the transfer of photons out of the
mean field and into the various squeezing supermodes
effectively constitutes a quantum-noise-induced destabi-
lization of the stable classical solution.

Figure 2 shows the quantum noise dynamics calculated
by GSSF for a pulse initialized as a coherent-state soliton
according to (22). Classically, the propagation dynam-
ics are nearly trivial, with the classical waveform expe-
riencing only a phase rotation eiπt/4tn̄ as given by (22).
However, as shown in Fig. 2, there is continuous growth
of squeezing in the pulse, occurring primarily in two

squeezing supermodes, which we denote A
(0)
z and A

(1)
z .

The waveforms describing these squeezing supermodes
are shown at various propagation times in Fig. 2(c), from
which we see that they clearly have significant transient
behavior. In particular, it is only after some propagation

time (t ≳ 1.5tn̄) that the real part of A
(0)
z approaches

that of the classical sech waveform. However, even then
there is a significant imaginary component (indicating a
nonuniform phase shift from the classical envelope), as
well as a significant amount of squeezing in the higher-

order supermode A
(1)
z , which can be interpreted as timing

FIG. 2. Quantum noise dynamics in χ(3) propagation of a
canonical sech soliton, instantiated as a coherent state given
by (22). (a) Squeezing level of the four most major squeezing
supermodes, simulated using GSSF for a mean photon num-

ber n̄ = 1000. (c) Evolution of the waveforms A
(0)
z and A

(1)
z

that describe the two most major supermodes appearing in
(a). To contrast the squeezing supermodes against the clas-

sical solitonic waveform, we have multiplied A
(0)
z and A

(1)
z by

exp(−iπt/4tn̄); the green shaded envelope shows the classi-
cal solitonic waveform ∝ sech(z/zn̄) for reference. (b) The

squeezing level of the most major squeezing supermode A
(0)
z

at various times, as a function of the mean photon number n̄.
The prediction of the linearized treatment (which is indepen-
dent of n̄) is shown for comparison.

jitter of the pulse due to quantum fluctuations [43]. For
a mean photon number of n̄ = 1000 at which these simu-
lations are done (and more generally in the semiclassical
limit n̄→ ∞), we note that many of these findings are in
qualitative agreement with previous studies based on lin-
earized treatments [42, 43]. At the same time, Fig. 2(b)
shows that when we decrease n̄ to ∼ 30, deviations ap-
pear between the linearized treatment and our nonlinear
GSSF model, e.g., in the squeezing level. Intuitively, this
“nonlinear saturation” of the squeezing arises because the
mean field becomes depleted to provide energy towards
(anti)squeezing, thus limiting the effective gain available
for further amplification of quantum fluctuations.

IV. QUANTUM NOISE PROPAGATION IN A
CHI(2) WAVEGUIDE

Although the previous section treated the case of a
χ(3) waveguide, it should be clear that the moment-
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expansion and split-operator techniques can be readily
generalized to other settings and optical nonlinearities
as well. Recently, χ(2) waveguides in particular have
shown experimental promise in being able to reach levels
of optical nonlinearities where the nonlinear dynamics of
quantum noise may become important. In this section,
we apply the GSSF formalism to simulate χ(2) nonlinear
pulse propagation with conditions and parameters that
are demonstrated recently, and we show that one could
indeed observe strongly nonclassical and multimode pho-
ton dynamics in such experiments.

Due to the nature of the three-wave interactions char-
acteristic to χ(2) systems, it is often useful (though
not required) to distinguish between fundamental- and
second-harmonic bands in the spectrum of interacting
modes. In this two-envelope model, we introduce two
fields ϕz and ψz for the fundamental and second har-
monic bands (FH and SH), respectively; as before, we as-

sume
[
ψ̂z, ψ̂

†
z′

]
=

[
ϕ̂z, ϕ̂

†
z′

]
= δ(z− z′) and define Fourier

duals Ψ̂k :=
∫
dz e−ikzψ̂z (similarly for Φk). However, we

also assume
[
ψ̂z, ϕ̂

†
z′

]
=

[
Ψ̂k, Φ̂

†
k′

]
= 0, i.e., that photons

from the two bands are in principle distinguishable from
one another (e.g., due to having different polarization
or carrier-envelope phase). Then, a suitable continuum
Hamiltonian for this two-envelope model is

Ĥχ(2) := Ĥd3wm + Ĥlin, where (23a)

Ĥd3wm :=
ℏ
2

∫
dz ϵ

(
iψ̂zϕ̂

†2
z − iψ̂†

zϕ̂
2
z

)
(23b)

Ĥlin := ℏ
∫

dk

2π

(
Ω1(k)Φ̂

†
kΦ̂k +Ω2(k)Ψ̂

†
kΨ̂k

)
. (23c)

Here, ϵ is a coupling rate related to the nonlinearity,
while the FH dispersion is taken around the fundamen-
tal carrier wavevector k0 with Ω1(k) := ω(k0 + k) −[
ω(k0) + kω′(k0)

]
and the SH dispersion is taken around

2k0 with Ω2(k) := ω(2k0+k)−
[
2ω(k0)+kω

′(k0)
]
. That

is, Φ̂k is, as usual, taken to be in a frame rotating at
ω(k0) + kω′(k0), but Ψ̂k rotates in an FH-derived frame
at 2ω(k0) + kω′(k0) and ψz acts on relative positions z
which copropagate at the same speed ω′(k0) as the FH
fields ϕz. Note that with this convention, both phase and
group-velocity mismatch are captured by Ω2(k). We re-
fer to this two-envelope χ(2) model as a (quasi)degenerate
three-wave-mixing (3WM) model in analogy to degener-
ate 3WM in continuous-wave χ(2) systems, where second-
harmonic and half-harmonic generation are the dominant
processes; in a multimode system with broadband phase
matching, the 3WM is not strictly degenerate due to the
energy difference between signal and idler within the FH
band.

The Heisenberg equation of motions generated by
Ĥχ(2) are

∂tϕ̂z = ϵψ̂zϕ̂
†
z − iΩ1(−i∂z)ϕ̂z, (24a)

∂tψ̂z = − ϵ

2
ϕ̂2z − iΩ2(−i∂z)ψ̂z. (24b)

The mean-field version of these equations, obtained by

formally replacing ψ̂z with ψ(z) and ϕ̂z with ϕ(z) de-
scribing the classical SH and FH waveforms, respectively,
are precisely the classical coupled-wave equations for χ(2)

waveguide propagation with linear dispersion.
To derive the GSSF model for this two-envelope χ(2)

model, we clearly need to track six covariances rather
than two. This aside, however, the entire procedure re-
mains the same as in Sec. III. We begin with the split-
operator quantum equations of motion

Ṅ ϕ̂z =
i

ℏϵ
[Ĥd3wm, ϕ̂z] = ψ̂zϕ̂

†
z, (25a)

Ṅ ψ̂z =
i

ℏϵ
[Ĥd3wm, ψ̂z] = −1

2
ϕ̂2z, (25b)

dDΦ̂k =
i

ℏ
[Ĥlin, Φ̂k] dt = −iΩ1(k)Φ̂k dt, (25c)

dDΨ̂k =
i

ℏ
[Ĥlin, Ψ̂k] dt = −iΩ2(k)Ψ̂k dt. (25d)

As usual, the dispersive step due to Ĥlin is linear so we
straightforwardly have

i dD⟨Φ̂k⟩ = Ω1(k)⟨Φ̂k⟩dt (26a)

i dD⟨Ψ̂k⟩ = Ω2(k)⟨Ψ̂k⟩dt (26b)

for the means, and, for the covariances,

i dD⟨δΦ̂kδΦ̂k′⟩ =
(
Ω1(k

′) + Ω1(k)
)
⟨δΦ̂kδΦ̂k′⟩dt (27a)

i dD⟨δΦ̂†
kδΦ̂k′⟩ =

(
Ω1(k

′)− Ω1(k)
)
⟨δΦ̂†

kδΦ̂k′⟩dt (27b)

i dD⟨δΨ̂kδΨ̂k′⟩ =
(
Ω2(k

′) + Ω2(k)
)
⟨δΨ̂kδΨ̂k′⟩dt (27c)

i dD⟨δΨ̂†
kδΨ̂k′⟩ =

(
Ω2(k

′)− Ω2(k)
)
⟨δΨ̂†

kδΨ̂k′⟩dt (27d)

i dD⟨δΦ̂kδΨ̂k′⟩ =
(
Ω2(k

′) + Ω1(k)
)
⟨δΦ̂kδΨ̂k′⟩dt (27e)

i dD⟨δΦ̂†
kδΨ̂k′⟩ =

(
Ω2(k

′)− Ω1(k)
)
⟨δΦ̂†

kδΨ̂k′⟩dt. (27f)

The nonlinear step is as usual more involved, and using
the same moment expansion methods, we can derive

Ṅ ⟨ϕ̂z⟩ = ⟨ψ̂z⟩⟨ϕ̂†z⟩+ ⟨δϕ̂†zδψ̂z⟩ (28a)

Ṅ ⟨ψ̂z⟩ = −1

2

(
⟨ϕ̂z⟩2 + ⟨δϕ̂2z⟩

)
(28b)

for the means, and for the covariances,

Ṅ ⟨δϕ̂zδϕ̂z′⟩ = ⟨ϕ̂†z⟩⟨δϕ̂z′δψ̂z⟩+ ⟨ψ̂z⟩⟨δϕ̂†zδϕ̂z′⟩ (29a)

+ ⟨ϕ̂†z′⟩⟨δϕ̂zδψ̂z′⟩+ ⟨ψ̂z′⟩⟨δϕ̂zδϕ̂†z′⟩
Ṅ ⟨δϕ̂†zδϕ̂z′⟩ = ⟨ϕ̂z⟩⟨δϕ̂z′δψ̂†

z⟩+ ⟨ψ̂†
z⟩⟨δϕ̂zδϕ̂z′⟩ (29b)

+ ⟨ϕ̂†z′⟩⟨δϕ̂†zδψ̂z′⟩+ ⟨ψ̂z′⟩⟨δϕ̂†zδϕ̂
†
z′⟩

Ṅ ⟨δψ̂zδψ̂z′⟩ = −⟨ϕ̂z⟩⟨δϕ̂zδψ̂z′⟩ − ⟨ϕ̂z′⟩⟨δϕ̂z′δψ̂z⟩ (29c)

Ṅ ⟨δψ̂†
zδψ̂z′⟩ = −⟨ϕ̂†z⟩⟨δϕ̂†zδψ̂z′⟩ − ⟨ϕ̂z′⟩⟨δϕ̂z′δψ̂†

z⟩ (29d)

Ṅ ⟨δϕ̂zδψ̂z′⟩ = ⟨ϕ̂†z⟩⟨δψ̂zδψ̂z′⟩+ ⟨ψ̂z⟩⟨δϕ̂†zδψ̂z′⟩
− ⟨ϕ̂z′⟩⟨δϕ̂zδϕ̂z′⟩ (29e)

Ṅ ⟨δϕ̂†zδψ̂z′⟩ = ⟨ϕ̂z⟩⟨δψ̂†
zδψ̂z′⟩+ ⟨ψ̂†

z⟩⟨δϕ̂zδψ̂z′⟩
− ⟨ϕ̂z′⟩⟨δϕ̂†zδϕ̂z′⟩. (29f)



8

To summarize, the GSSF equations of motion for
(quasi)degenerate three-wave-mixing in χ(2) waveguides
are given by (26), (27), (28), and (29). It is also worth
noting that, in the single-mode scenario, these nonlinear
moment equations are consistent with the ones derived
in Ref. [48] for studying single-mode χ(2) interactions.

A. Example: Pump depletion in pulsed squeezing

The most successful schemes to date for generating
squeezed light, especially for use as resource states in
quantum metrology and continuous-variable quantum in-
formation processing, rely on phase-sensitive (degener-
ate) optical parametric amplification in materials with
χ(2) nonlinearities, in which SH pump induces quadra-
ture squeezing on FH signal. In the absence of a sig-
nal seed, this process produces a squeezed vacuum state
via parametric deamplification of vacuum noise along one
quadrature. Conventionally, such squeezing experiments
utilize a highly excited coherent-state pump in a weakly
nonlinear χ(2) crystal to generate vacuum squeezing with
low conversion efficiency. In this low-efficiency limit,
the process is well described by an undepleted pump
approximation in which the pump is in a static coher-
ent state, i.e., an interaction Hamiltonian of the form

Ψ̂kΦ̂
†
k′Φ̂

†
k−k′ +H.c. ≈ ⟨Ψ̂k(0)⟩Φ̂†

k′Φ̂
†
k−k′ +H.c., leading to

multimode but purely linear squeezing dynamics for the
signal. These dynamics can be integrated to obtain a
linearized estimate of the signal covariance matrix.

Recently, however, dispersion engineering in tightly
confining TFLN waveguides has enabled a significant
increase in the effective nonlinearity of χ(2) paramet-
ric interactions, challenging the conventional undepleted
pump approximation. For example, Refs. [50, 51] ex-
perimentally demonstrated waveguides that can support
≈ 70 dB of broadband parametric gain with only a 4 pJ
pump pulse. Heuristically, 70 dB of antisqueezing at 2µm
corresponds to ≈ 0.5 pJ of parametric fluorescence per
pulse, suggesting that state-of-the-art devices can ex-
hibit > 10% pump depletion solely through the am-
plification of vacuum fluctuations. The regime where
parametric fluorescence is sufficiently bright to deplete
the pump is commonly referred to as optical paramet-
ric generation (OPG), and the effects of pump depletion
on squeezing have previously been studied in the single-
mode case [70, 71]. Here, we employ GSSF to analyze
the dynamics of saturated OPG in the ultrafast domain,
looking in particular at the intrinsically multimode en-
tanglement structure of the output parametric fluores-
cence.

First, however, it is worth noting that for vacuum-
seeded OPG, the nonlinear equations of motion (28) and
(29) take a particularly simple form. Since the initial

input signal field is vacuum, ⟨ϕ̂z⟩ = 0 at t = 0. Fur-
thermore, since the initial input pump field is a coherent
state, the pump and signal are initially uncorrelated, so

⟨δϕ̂zδψ̂z′⟩ = ⟨δϕ̂†zδψ̂
†
z′⟩ = 0 at t = 0. Then by inspection

of (28) and (29), we see that, for all time,

⟨ϕ̂z⟩ = ⟨δψ̂zδψz′⟩ = ⟨δψ̂†
zδψz′⟩

= ⟨δϕ̂zδψz′⟩ = ⟨δϕ̂†zδψ̂z′⟩ = 0. (30)

In fact, the only non-trivial dynamics are in mean of the
pump and the covariances of the signal, given by

Ṅ ⟨ψ̂z⟩ = −1

2
⟨δϕ̂2z⟩ (31a)

for the mean, and, for the covariances,

Ṅ ⟨δϕ̂zδϕ̂z′⟩ = ⟨ψ̂z⟩⟨δϕ̂†zδϕ̂z′⟩+ ⟨ψ̂z′⟩⟨δϕ̂zδϕ̂†z′⟩ (31b)

Ṅ ⟨δϕ̂†zδϕ̂z′⟩ = ⟨ψ̂†
z⟩⟨δϕ̂zδϕ̂z′⟩+ ⟨ψ̂z′⟩⟨δϕ̂†zδϕ̂

†
z′⟩. (31c)

We see that even in the Gaussian-state approximation,
there are nonlinear dynamics in which the pump mean
experiences depletion due to the generation of signal pho-
ton pairs. The pump also remains in a coherent state and
is unentangled with the signal, which need not hold true
in more exotic non-Gaussian settings [26].
Figure 3 shows a GSSF simulation of OPG in a waveg-

uide with parameters similar to that of Ref. [50] (see Ta-
ble I), using the simplified equations (31), with minor
modifications to account for linear loss as discussed in
Appendix C. As expected, Fig. 3(a) shows that the pump
experiences a significant amount of depletion, with a dip
generated as the signal fluorescence grows and walks off
from the center. This process amounts to a nonlinear sat-
uration of the parametric gain even under vacuum input.
The waveforms predicted by GSSF differ significantly
from those in the linearized model, which we plot as cor-
responding dashed lines: In the latter, the pump ampli-
tude experiences only dispersion and loss, which causes
the model to overestimate the signal fluorescence due to
the absence of nonlinear saturation. In this simulation,
we find ∼ 0.6 pJ of pump depletion per pulse, in accor-
dance with energy conservation and in rough agreement
with measurements reported in Refs. [50, 51]. Figure 3(b)
shows that the spectrum of the signal fluorescence is in
qualitative agreement with experiments as well.
Our numerical results also reveal the quantum corre-

lation structure of the squeezed light produced by OPG,
which to our knowledge have yet to be fully explored ex-
perimentally. Figure 3(c) shows the covariance matrix of
the signal in the frequency domain, which fully charac-
terizes the Gaussian quantum state of the signal pulse.
Because OPG produces squeezing and antisqueezing pre-
dominantly along the quadratures of the field (see Ap-
pendix D), we focus on the covariance matrix written in
the quadrature basis (q̂z, p̂z). The spectral correlations
in the covariance matrix indicate that the signal field oc-
cupies a multimode squeezed state with significant lev-
els of entanglement among many spectral-temporal com-
ponents. It is worth noting that such correlations are
lost when observing only the fluorescence spectrum, viz.,
Fig. 3(b), and more sophisticated techniques in quantum
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FIG. 3. Squeezing in saturated optical parametric genera-
tion by a nonlinear χ(2) waveguide. (a) Pulse envelopes |⟨ψ̂z⟩|2

(top) and ⟨δϕ̂†
zδϕ̂z⟩ (bottom) for the coherent pump and sig-

nal fluorescence, respectively, expressed in photon flux as a
function of pulse temporal coordinate. Dashed lines indicate
predictions of a linearized model assuming undepleted pump.
(b) Spectrum of signal fluorescence ⟨δΦ̂†

kδΦ̂k⟩, expressed in
energy spectral density (ESD) as a function of optical fre-
quency, shown at various propagation lengths. (c) Covariance
matrix Σ of the signal (see Appendix D), indexed by relative
frequency around the signal carrier. Units are chosen such
that the integral of the diagonal of Σ minus that of the vac-
uum produces the total number of fluorescence photons. (d)
Spectra of the three most major squeezing supermodes (thick
line: real part; thin line: imaginary part) shown together
with their respective levels of quadrature squeezing and an-
tisqueezing (latter in parentheses). See Table I for detailed
parameters for this simulation.

state tomography of ultrafast pulses are needed to probe
the covariance structure in greater detail [22].

To further understand the entanglement structure, we
can also utilize a supermode decomposition of the co-
variance matrix (as discussed in Appendix D) to obtain
the dominant squeezing supermodes in the signal pulse,
which we show in Fig. 3(d). Whereas any given spa-
tial bin or narrowband component of the signal is highly
entangled with the rest of the field, the squeezing su-
permodes comprise a superposition of many narrowband
components, chosen in such a way that they are mini-
mally correlated (i.e., unentangled or separable) with one
another. In other words, measurements selectively prob-
ing these squeezing supermodes (i.e., via a pulse-shaped
local oscillator in optical homodyne) are needed to fully
decompose the Gaussian state into its independently

Device Parameter Figure 2 Figure 3

FH Wavelength 2090 nm 2090 nm

Normalized SHG Efficiency 10/(W cm2) 10/(W cm2)

Waveguide Length L 5.0mm 6.0mm

Phase Mismatch 0 −3π/L

Group Velocity Mismatch 2.0 fs/mm 10 fs/mm

FH Group Velocity Dispersion 10 fs2/mm −15 fs2/mm

SH Group Velocity Dispersion 100 fs2/mm 100 fs2/mm

FH Third-order Dispersion 0 500 fs3/mm

SH Third-order Dispersion 0 1000 fs3/mm

FH Input Pulse Parameters 0 5.0 pJ, 50 fs

SH Input Pulse Parameters 3.0 pJ, 100 fs 0

TABLE I. Summary of parameters used for χ(2) waveguide
simulations in Figs. 3 and 4, based on Ref. [50] and Ref. [56],
respectively. Input pump pulse parameters describes the pulse
energy and full width at half-maximum of a sech2 envelope,
taken to be in a coherent state. Loss model assumes constant
FH attenuation of 30 dB/m rising to 20 dB/cm after a cutoff
at 2900 nm and negligible attenuation in the SH.

squeezed components. We find that the dominant su-
permode, as expected, has a spectrum that is mostly de-
termined by the pump spectrum, with a slight variation
in spectral phase imposed by dispersion (in particular,
group velocity mismatch). This supermode experiences
nearly 67 dB of antisqueezing, in agreement with empir-
ical estimates of the parametric gain in Refs. [50, 51].
We also see there are at least two other supermodes all
experiencing > 60 dB of gain, which is expected as the
device is not specifically engineered to exclusively provide
gain in a single supermode; advanced engineering of OPG
devices may enable more efficient channeling of pump
energy into selectively squeezing specific supermode pat-
terns of interest. Perhaps most interestingly, however,
we observe that the dominant squeezing supermode re-
tains up to 20 dB of quadrature squeezing despite the fact
that our simulations already take into account a propa-
gation loss of 30 dB/m for the signal field. Further work
developing and deploying this potent control over the be-
havior of quantum noise (e.g. by reducing propagation
losses and increasing outcoupling efficiencies) appears to
be highly worthwhile for advancing the state of the art
in quantum photonics.

B. Example: Quantum noise in second-order
supercontinuum generation

We conclude this section by applying our GSSF
method to study quantum noise in supercontinuum gen-
eration (SCG). It was recently reported in Refs. [55, 56]
that highly efficient, saturated second-harmonic gener-
ation in a dispersion-engineered TFLN waveguide with
a modest amount of phase mismatch can dynamically
produce such strong modulations on the FH and SH en-
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FIG. 4. Quantum correlations in a χ(2) supercontinuum and its fundamental noise contribution to CEO frequency detection.
(a) Energy spectral density E(f) as a function of optical frequency, where E(mfrep) := ⟨Â†

mÂm⟩+ ⟨B̂†
q(m)B̂q(m)⟩; c.f., Ref. [56].

(b) Specific subblocks of the two-envelope covariance matrix Σ (see Appendix D) showing correlations between the mth FH
comb line and the qth SH comb line, indexed by relative frequencies mfrep and qfrep around their respective carriers at m0frep
and 2m0frep. Units are chosen such that the integral of the diagonal of Σ minus that of the vacuum produces the total number
of fluorescence photons. (c) Photocurrent signal and noise power at fceo generated by beating the mth FH comb line against
the corresponding SH comb line at q(m) = m−m0, plotted as a function of the optical frequency f = mfrep. The signal is given
by S2(f) according to (32), the shot noise is given by Sshot(f) (34a), and the excess (parametric) noise is given by Spara(f)
(34b), where we have assumed ϕceo = π/3 in (33). (d) Correlations between fluctuations in the fceo beat note generated by
different parts of the frequency comb, as captured by N1(f, f

′) + N2(f, f
′) from (33), also assuming ϕceo = π/3. See Table I

for detailed parameters for this simulation.

velopes that their collective bandwidths span more than
an octave in frequency. Classical analysis reveals that
a relatively simple model involving only coherent χ(2)

nonlinear interactions between the FH and SH envelopes
are sufficient to explain most of the qualitative features
in the supercontinuum spectrum [56], making χ(2) SCG
an interesting example on which to test our method,
even without accounting for auxiliary effects like stimu-
lated Raman, etc., which can play important roles in χ(3)

SCG [72]. An important application of SCG is enabling
detection of the carrier-envelope-offset (CEO) frequency,
fceo, of a frequency comb [73, 74], which is essential for
building a stable clockwork for optical frequency metrol-
ogy [75, 76]. Because both the FH and SH envelopes are
produced in the broadening dynamics in χ(2) SCG, the
waveguide output can be directly heterodyned to gener-
ate a beat note at fceo without the need for an additional
frequency-doubling stage [55, 56]. For use in optical fre-

quency metrology, however, it is important that we un-
derstand the fundamental and practical noise limits set
by the SCG process [77, 78]. Due to its parametric and
coherent nature, the χ(2) supercontinuum should exhibit
quantum correlations and entanglement that can, in prin-
ciple, increase (or even decrease) the noise in fceo detec-
tion relative to a shot-noise assumption. Here, we use
the GSSF method to simulate the χ(2) SCG dynamics,
and we apply the quantum theory of heterodyne detec-
tion to the resulting Gaussian state in order to quantify
the fundamental noise in the beat note signal set by such
quantum fluctuations.

Figure 4 shows a GSSF simulation of a waveguide with
parameters similar to that of Refs. [55, 56] (see Table I),
using the full equations of motion for quasidegenerate
three-wave-mixing. The envelope spectral dynamics in
Fig. 4(a) shows good qualitative agreement with both
classical simulations and experimental data [55, 56], with
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the formation of spectral overlap between FH and SH
within a propagation length of 3mm. Diving deeper into
the quantum structure of the supercontinuum, however,
Fig. 4(b) shows the subblocks of the covariance matrix
(see Appendix D) which describe correlations between
the FH and SH envelopes at the end of the waveguide.
We see finely patterened correlations with complex spec-
tral structure imparted by the dynamics of the nonlinear
SCG process. Generically, such quantum correlations in-
dicate the presence of multimode entanglement, and the
squeezing supermodes of the total field consists of hy-
bridized excitations of both FH and SH envelopes.

These correlations in the supercontinuum contribute
to quantum-limited noise that is present when measuring
the fceo beat note through direct heterodyne detection,
e.g., as done in Ref. [55]. In Appendix E, we use the stan-
dard quantum theory of optical heterodyne detection to
derive both the signal and noise associated with measur-
ing the fceo beat note. Because we are interested here in
frequency combs rather than continuum fields, we intro-
duce discrete FH modes Âm and SH modes B̂q (see also

Appendix B) in place of Φ̂k and Ψ̂k, and we assume that
the bare frequencies of these modes are (m+m0)frep+fceo
and (q + 2m0)frep + 2fceo, respectively. Here, frep is the
repetition rate of the comb, m0 indexes the central comb
line of the FH envelope, and fceo is the CEO frequency
of the FH envelope. We find that the total steady-state
photocurrent demodulated at fceo is given by

⟨Ih⟩ = frep
∑
m

S(mfrep) (32a)

where the signal contribution from each comb line is

S(mfrep) := Re⟨Â†
mB̂q(m)⟩, (32b)

where q(m) := m−m0 denotes the index of the SH comb

mode B̂q(m) whose beat with Âm contributes to the sig-

nal at fceo. It is interesting to note that ⟨Â†
mB̂q(m)⟩ =

⟨Â†
m⟩⟨B̂q(m)⟩+⟨δÂ†

mδB̂q(m)⟩, i.e., there are contributions
to the beat note not only from the mean field (first term)
but also from the quantum correlations (second term)
between the two envelopes.

The noise on the photocurrent signal is characterized
by the total variance

⟨δI2h⟩
f2rep

=
∑
m

N0(mfrep) +
1

2

∑
m,m′

N1(mfrep,m
′frep)

+
1

2

∑
m,m′

N2(mfrep,m
′frep)

(
1 + sinc2 ϕceo

)
. (33a)

where ϕceo := 2πfceo/frep is the relative CEO phase ac-

cumulated by successive pulses and

N0(mfrep) := ⟨Â†
mÂm⟩+ ⟨B̂†

mB̂m⟩, (33b)

N1(mfrep,m
′frep) := Re

〈
Â†

mÂ
†
m′B̂q(m′)B̂q(m)

〉
(33c)

− Re
[〈
Â†

mB̂q(m)

〉〈
Â†

m′B̂q(m′)

〉]
,

N2(mfrep,m
′frep) := Re

〈
Â†

mÂm′B̂†
q(m′)B̂q(m)

〉
(33d)

− Re
[〈
Â†

mB̂q(m)

〉〈
Âm′B̂†

q(m′)

〉]
.

This rather complicated expression (see Appendix E for
more details) arises because the beat-note fluctuations
coming from two different frequency indices m and m′

can, in principle, be (anti)-correlated, thus leading to an
increase (decrease) in the total noise when summed to-
gether. The uncorrelated fluctuations are captured byN0

and the diagonal components ofN1 andN2. Note that for
N0, we can write, e.g., ⟨Â†

mÂm⟩ = |⟨Âm⟩|2 + ⟨δÂ†
mδÂm⟩;

the first term is the standard shot noise of the mean field,
while the second term is excess noise due to parametric
fluorescence. On the other hand, the correlated fluctua-
tions N1 and N2 are related to fourth-order moments of
the state; for a Gaussian state these fourth-order corre-
lations can be reduced to second-order correlations and
evaluated readily (see Appendix E).
In Fig. 4(c), we show the spectrum of the beat-note sig-

nal S2(f) (32) and the diagonal contributions from the
noise (33) (physically corresponding to the use of a tun-
able narrowband optical filter in front of the detector).
We separate the noise into “shot noise” and “parametric
noise” contributions according to

Nshot(mfrep) := |⟨Âm⟩|2 + |⟨B̂q(m)⟩|2 (34a)

Npara(mfrep) := ⟨δÂ†
mδÂm⟩+ ⟨δB̂†

q(m)δB̂q(m)⟩ (34b)

+N1(mfrep,mfrep) +N2(mfrep,mfrep),

whereNpara captures the excess noise (beyond shot noise)
coming from the fluorescence and quantum correlations
in the supercontinuum. Perhaps surprisingly, we find
that the parametric noise is comparable to—and in cer-
tain parts of the spectrum even in excess of—the shot
noise predicted by the mean field. Finally, to get a bet-
ter sense for the off-diagonal correlations occurring in
(33), we show in Fig. 4(d) the full correlation matrix
N1(f, f

′) + N2(f, f
′). We see that there is indeed some

degree of correlation between the beat note fluctuations
coming from different parts of the frequency comb, sug-
gesting we may be able to improve the signal-to-noise
ratio via selective, multiband filtering of the supercon-
tinuum prior to self-heterodyne detection.

V. CONCLUSIONS

In this work, we have developed a Gaussian split-
step Fourier (GSSF) framework which integrates the
formalism of Gaussian-state quantum optics with the
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nonlinear physics of ultrafast pulse propagation. This
GSSF method generalizes the classical SSF method to
treat quantum fluctuations and correlations, up to sec-
ond order, on an equal footing with mean-field nonlinear
pulse dynamics. Taking inspiration from state-of-the-art
dispersion-engineered devices on thin-film lithium nio-
bate, we have shown, through detailed case studies, how
the GSSF method enables us to better understand both
the operational principles and technological potential of
photonic hardware near the quantum-classical transition.
For saturated optical parametric generation [50, 51], we
have identified squeezing supermodes and their respec-
tive squeezing levels despite the presence of significant
pump depletion, which puts this system beyond the scope
of conventional linearized treatments of vacuum squeez-
ing (i.e., via undepeleted-pump approximations). For
supercontinuum generation based on saturated second-
harmonic generation [55, 56], we have used GSSF to
resolve finely patterned spectral correlations inside the
octave-spanning supercontinuum. We then leveraged
standard quantum-optical theory to explicitly evaluate
the quantum noise floor for f − 2f beat-note detection
of the CEO frequency using this novel supercontinuum
source, finding contributions beyond the shot-noise limit
due to parametric fluorescence and frequency-domain en-
tanglement. These case studies demonstrate the effec-
tiveness of the GSSF framework for analyzing and engi-
neering ultrafast quantum photonic devices, and we ex-
pect in future work that even more sophisticated sys-
tems, from cavity-based frequency microcombs [37] to
nanophotonic synchronously-pumped optical parametric
oscillators, can be straightforwardly treated as well.

Numerically, GSSF can directly leverage the remark-
able efficiency of classical SSF methods, with each split-
step requiring only O(M2 logM) cost to update all M2

Gaussian moments of an M -mode pulse. It is also worth
pointing out that GSSF generates all the Gaussian mo-
ments in a single simulation, as opposed to mean-field
Monte-Carlo techniques that require many trajectories
to statistically resolve, e.g., small spectral features in the
correlations. We remark that even with a fairly näıve
RK4IP implementation [61] of GSSF on an Ampere A100
GPU, the supercontinuum simulation of Sec. IVB re-
quires < 5 s using M = 210 points per envelope.

Finally, while this work has immediate practical rel-
evance to current and near-term experiments operating
in the semiclassical domain, the Gaussian-state frame-
work, and GSSF by extension, is expected to remain
indispensable well beyond the classical-quantum thresh-
old. For example, faithful descriptions of multimode
squeezed states are essential for reliably generating the
non-Gaussian resource states at the heart of the most
mature photonic schemes for continuous-variable quan-
tum computation [79, 80]. Even in the strong-coupling
regime where non-Gaussian features emerge coherently, a
Gaussian approximation to quantum dynamics provides
vital information on how and where (i.e., in which super-
modes) such non-Gaussian features appear, facilitating

significantly more concise quantum state representations
for pulse dynamics [26]. Thus, we expect this work to not
only serve as a workhorse method for engineering near-
term nonlinear ultrafast devices, but to also guide new
conceptual and modeling paradigms for quantum pho-
tonics generally, by embracing rather than abstracting
away the rich physics of ultrafast quantum dynamics.
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Appendix A: Conservation of energy

As discussed in Sec. II for the single-mode case, a
distinguishing feature of our nonlinear Gaussian-state
approximation compared with conventional linearized
treatments is the conservation of photon(-polariton)
number, i.e., energy, in the absence of linear losses. In
this section, we explicitly show how this conservation
property arises in the multimode using the nonlinear
Gaussian equations of motion for χ(3) and χ(2) waveg-
uide propagation developed in Secs. III and IV.
First, let us consider the case of χ(3) nonlinear propa-

gation, where the total energy is given by the total pho-
ton number

n̄ :=

∫
dz ⟨ψ̂†

zψ̂z⟩ =
∫

dk

2π
⟨Ψ̂†

kΨ̂k⟩, (A1)

where ⟨ψ̂†
zψ̂z⟩ = ⟨ψ̂†

z⟩⟨ψ̂z⟩ + ⟨δψ̂†
zδψ̂z⟩, i.e., the sum of

both classical (mean-field) and quantum-noise (diago-
nal covariance) contributions. For linear evolution under

Ĥlin in (15), we straightforwardly have

Ḋ(⟨Ψ̂†
k⟩⟨Ψ̂k⟩) = Ḋ⟨δΨ̂†

kδΨ̂k⟩ = 0 (A2a)

⇒ Ḋn̄ = 0, (A2b)

since Ω∗(k) = Ω(k) (i.e., we only have dispersion) in
the absence of loss. On the other hand, for nonlinear
evolution under Ĥ4wm, we can calculate

i Ṅ (⟨ψ̂†
z⟩⟨ψ̂z⟩) = i⟨ψ̂†

z⟩Ṅ ⟨ψ̂z⟩+ i⟨ψ̂z⟩Ṅ ⟨ψ̂†
z⟩

= ⟨ψ̂†
z⟩2⟨δψ̂2

z⟩ − ⟨ψ̂z⟩2⟨δψ̂†2
z ⟩ (A3a)

i Ṅ ⟨δψ̂†
zδψ̂z⟩ = −⟨ψ̂†

z⟩2⟨δψ̂2
z⟩+ ⟨ψ̂z⟩2⟨δψ̂†2

z ⟩ (A3b)

⇒ Ṅ n̄ = 0. (A3c)

Thus, we conclude that ∂tn̄ = Ḋn̄ + Ṅ n̄ = 0, so total
energy is conserved.
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Next, for χ(2) nonlinear propagation, the total energy
is given by the Manley-Rowe invariant

n̄MR := n̄a + 2n̄b, where (A4a)

n̄a :=
∫
dz ⟨ϕ̂†zϕ̂z⟩ =

∫
dk
2π ⟨Φ̂†

kΦ̂k⟩ (A4b)

n̄b =
∫
dz ⟨ψ̂†

zψ̂z⟩ =
∫

dk
2π ⟨Ψ̂†

kΨ̂k⟩, (A4c)

which represents a generalized particle number for the
two-envelope model used in Sec. IV. Similarly to the case
of χ(3), one can straightforwardly show that for linear
evolution under Ĥlin in (23),

Ḋn̄a = Ḋn̄b = Ḋn̄MR = 0. (A5)

On the other hand, for nonlinear evolution under Ĥd3wm,
we can calculate

Ṅ (⟨ϕ̂†z⟩⟨ϕ̂z⟩) = ⟨ϕ̂†z⟩2⟨ψ̂z⟩+ ⟨ϕ̂z⟩2⟨ψ̂†
z⟩ (A6a)

+ ⟨ϕ̂†z⟩⟨δϕ̂†zδψ̂z⟩+ ⟨ϕ̂z⟩⟨δϕ̂zδψ†
z⟩,

Ṅ (⟨ψ̂†
z⟩⟨ψ̂z⟩) = −1

2

(
⟨ψ̂†

z⟩⟨ϕ̂z⟩2 + ⟨ψ̂z⟩⟨ϕ̂†z⟩2 (A6b)

+ ⟨ψ̂†
z⟩⟨δϕ̂2z⟩+ ⟨ψ̂z⟩⟨δϕ̂†2z ⟩

)
,

Ṅ ⟨δϕ̂†zδϕ̂z⟩ = ⟨ϕ̂z⟩⟨δϕ̂zδψ̂†
z⟩+ ⟨ψ̂†

z⟩⟨δϕ̂2z⟩ (A6c)

+ ⟨ϕ̂†z⟩⟨δϕ̂†zδψ̂z⟩+ ⟨ψ̂z⟩⟨δϕ̂†2z ⟩,
Ṅ ⟨δψ̂†

zδψ̂z⟩ = −⟨ϕ̂†z⟩⟨δϕ̂†zδψ̂z⟩ − ⟨ϕ̂z⟩⟨δϕ̂zδψ†
z⟩, (A6d)

from which we obtain Ṅ n̄MR = 0 (though Ṅ n̄a, Ṅ n̄b ̸= 0

in general). Thus, we conclude that ∂tn̄MR = Ḋn̄MR +

Ṅ n̄MR = 0, so total energy is conserved.

Appendix B: Discretization of the field

In the main text, for convenience, we treat the quan-
tum fields propagating on a nonlinear waveguide as being

continuous, i.e., ψ̂z is an annihilation operator at each

z ∈ R, with commutation relations [ψ̂z, ψ̂
†
z′ ] = δ(z − z′).

For numerical simulations, it is more convenient to use a
finite set of discrete modes instead of the continuum, so

that, e.g., the mean of the field ⟨ψ̂z⟩ can be approximated

by a vector and the covariance ⟨δψ̂zδψ̂z′⟩ by a matrix.
To define these discrete modes, we introduce a quan-

tization window of length L large enough to contain the
pulse of interest. Note that under an appropriate rotat-
ing frame as used, e.g., in (15), this quantization window
can be taken to copropagate at the group velocity of the
carrier. We impose periodic boundary conditions on the
window, which therefore supports monochromatic wave-
forms that are periodic with L, corresponding to discrete
wavevectors k0 + m∆k (m ∈ Z), where ∆k := 2π/L.
We quantize each of these momentum-space modes by
introducing mode annihilation operators Âm for each m,
satisfying

[
Âm, Â

†
n

]
= δmn.

To obtain discrete modes in the spatial domain as well,
we also impose a bandwidth limit −M/2 ≤ m < M/2,

Quantity Continuous Discrete

z-space index z i := z/∆z

k-space index k m := k/∆k

z-space field(s) {ϕ̂z, ψ̂z} {b̂i, âi}(∆z)−1/2

k-space field(s) {Φ̂k, Ψ̂k} {B̂m, Âm}
(
∆k
2π

)−1/2

z-space measure
∫
dz

∑
i ∆z

k-space measure
∫
dk

∑
m ∆k

TABLE II. Formal mappings between quantities in the con-
tinuous and discrete descriptions of the multimode nonlin-
ear Gaussian-state model. The continuous description is used
throughout the main text, but for numerical simulations it
is useful to convert to the discrete description. In doing so,
we introduce simulation parameters L and M , representing
the quantization window length and number of sample points
(i.e., momentum bandwidth), respectively; these parameters
determine ∆z := L/M and ∆k := 2π/L. For the summations,
both i and m range from −M/2 to M/2− 1, for M even.

where, for convenience, we take M to be an even integer;
this corresponds to a momentum cutoff M∆k. We can
now use the discrete Fourier transform to define finite
spatial modes

âi :=
1√
M

M/2−1∑
m=−M/2

e+2πimiÂm, (B1a)

from which
[
âi, â

†
j

]
= δjk. These modes approximately

correspond to spatial bins of size ∆z := L/M , with âi
annihilating a mode centered on z = i∆z, if we take the
quantization window to be the interval [−L/2, L/2). Of
course, we also have the inverse relation

Âm =
1√
M

M/2−1∑
i=−M/2

e−2πimiâi. (B1b)

Heuristically, the discrete modes we have defined can be

thought of as âi ∼ ψ̂i∆z

√
∆z and Âm ∼ Ψ̂m∆k

√
∆k/2π;

that is, they are intuitively “bin” modes in the spatial
and momentum domains, respectively. Note that a con-
sequence of this interpretation is that the photon num-

bers in each of these bin modes, i.e., ⟨â†i âi⟩ or ⟨Â†
mÂm⟩,

are not intrinsic quantities, as they depend arbitrarily on
the chosen values of L and M .

With these definitions, we can convert continuum field
operators and their Gaussian moments to their corre-
sponding discretized quantities. Table II gives a formal
way to map from the continuous quantities presented in
the main text to discrete quantities that are more suit-
able for numerical simulation. To illustrate, this proce-
dure produces the following discrete representation of the
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χ(3) Hamiltonian Ĥχ(3) = Ĥ4wm + Ĥlin from (15):

Ĥ4wm =
ℏ
2

M/2−1∑
i=−M/2

g

∆z
â†2i â

2
i , (B2a)

Ĥlin = ℏ
M/2−1∑

m=−M/2

Ω(m∆k)Â†
mÂm, (B2b)

which generates the discretized GSSF equations

dN âi = −i
g

∆z
â†i â

2
i dt, (B3a)

dDÂm = −iΩ(m∆k)Âm dt. (B3b)

Therefore, the GSSF method for a χ(3) waveguide can
be formulated in terms of the finite dynamical quantities
⟨âi⟩, which is anM -dimensional vector, and ⟨δâiδâj⟩ and
⟨δâ†i δâj⟩, which are (M ×M)-dimensional matrices.

Appendix C: Linear losses in waveguide propagation

In the main text, we view the propagation of light
through a waveguide as being lossless, in that the dy-
namics are generated by a Hamiltonian which conserves
energy and therefore only incorporates nonlinearity and
dispersion. However, all realistic waveguides feature
some amount of propagation loss which occurs continu-
ously throughout the evolution of the pulse in the waveg-
uide. Since these loss mechanisms usually arise from dis-
tributed and disordered effects such as scattering (from
surface roughness, etc.), they are well characterized as
a source of decoherence of the quantum state. One ap-
proach to modeling such mechanisms is to consider the
propagation loss as being analogous to linear dissipation
of a generic optical system coupled to a Markovian reser-
voir, allowing us to use open-quantum-systems theory to
treat the effect of this decoherence on our Gaussian state.
Specifically, we posit that the evolution of the density ma-
trix ρ̂ of the system is described not by the Schrödinger
equation ∂tρ̂ = −(i/ℏ)[Ĥnl, ρ̂] (where Ĥnl can be Ĥχ(3),

Ĥχ(2) , etc.), but rather a master equation in Lindblad
form.
We first consider the case of χ(3) nonlinear propaga-

tion and use the discrete description of the field given in
Appendix B. Then a suitable quantum master equation
for modeling multimode linear losses in the waveguide is

∂tρ̂ =
1

iℏ
[Ĥnl, ρ̂]+

∑
m

(
L̂mρ̂L̂

†
m− 1

2

{
L̂†
mL̂m, ρ̂

})
, (C1a)

where the Lindblad operators L̂m represent dissipation
in each wavespace mode m. If the mode Âm experiences
a field loss rate of κm, then we set

L̂m :=
√
2κmÂm. (C1b)

Since the dissipation part is written only in terms of
wavespace modes Âm, it is clear that loss only affects
the Fourier part of the the split-step dynamics in GSSF,
generated by dD.
While the master equation (C1) describes evolution

of the state in the Schrödinger picture, our nonlinear
Gaussian-state approximation is best understood in the
Heisenberg picture. As a result, we turn to an equivalent
formulation of (C1) in the form of a Heisenberg-Langevin
equation of motion. More formally, the operator dD for-
mally becomes a stochastic differential propagator, gen-
erating a quantum stochastic differential equation [81]

dDÂm = −iΩ̃mÂm dt−
√
2κm dŴm, (C2)

where Ω̃m := Ω(m∆k) − iκm, and we have introduced

input quantum white-noise operators dŴm which obey

⟨dŴm(t)⟩ = 0, (C3a)

dŴm(t)dŴ †
m′(t

′) = δmm′δ(t− t′) dt, (C3b)

with all other possible products being zero. In the pres-
ence of linear loss, (C2) represents a generalization of
(17b) and (B3b).
We therefore need to use (C2) to rederive the ap-

propriate equations of motion for ⟨Âm⟩, ⟨δÂmδÂn⟩ and

⟨δÂ†
mδÂn⟩ in the Fourier step. As expected, the mean

equation is unaffected by the quantum white-noise term
by virtue of (C3a), and it only picks up a field loss:

dD⟨Âm⟩ = −iΩ̃m⟨Âm⟩dt, (C4)

which generalizes (18) for linear loss. In calculat-
ing the equations of motion for the covariances, we
note that in general, there is a contribution from
⟨(dDδÂm)(dDδÂn)⟩, as a result of a quantum gener-
alization of Itô’s lemma for the stochastic differentials
dŴm, which would then require simplification using
(C3b). However, because we are focusing on normal-
ordered covariances involving the mode operators, such
Itô terms happen to be zero; such terms cannot be ne-
glected, e.g., for quadrature covariances like ⟨δq̂mδq̂n⟩,
where q̂m := 1√

2
(Âm + Â†

m). In the end, we find that

dD⟨δÂmδÂn⟩ = −i
(
Ω̃n + Ω̃m

)
⟨δÂmδÂn⟩dt, (C5a)

dD⟨δÂ†
mδÂn⟩ = −i

(
Ω̃n − Ω̃∗

m

)
⟨δÂ†

mδÂn⟩dt, (C5b)

which generalizes (19) for linear loss. The same calcula-
tions can be done for χ(2) waveguide propagation.

Appendix D: Supermode decomposition

In many of our examples, we would like to find squeez-
ing supermodes using the Gaussian moments of the fields
that we simulate. Here, we describe the construction of
the standard covariance matrix Σ written in terms of
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quadrature, rather than mode, operators, as well as how
to use Σ to calculate the squeezing supermodes of the
multimode fields.

Consider a set of mode operators ĉi (1 ≤ i ≤ N) such

that [ĉi, ĉ
†
j ] = δij . Here, ĉ could consist of, e.g., dis-

cretized modes of a continuous field as described in Ap-
pendix B, and we note that ĉi can also include combina-

tions of fields as well, e.g., ĉ = (â1, . . . , âM , b̂1, . . . , b̂M ).

We first define q̂i :=
1√
2

(
ĉi + ĉ†i

)
and p̂i :=

1√
2i

(
ĉi − ĉ†i

)
to be the in-phase (real) and quadrature-phase (imag-
inary) components of ĉi, respectively. Then, the stan-
dard covariance matrix in quadrature form is defined as
Σkℓ := ⟨ 12{δẑk, δẑℓ}⟩ where ẑ := (q̂1, . . . , q̂N , p̂1, . . . , p̂N ),
and {ẑ1, ẑ2} := ẑ1ẑ2 + ẑ2ẑ1 is the anticommutator.

In general, Σ is a 2N × 2N positive-definite matrix
on which we can perform a Williamson decomposition
Σ = SDST whereD is a diagonal matrix of the formD =
1
2 +diag(n̄, n̄) where n̄i ≥ 0 and S is a symplectic matrix

satisfying SΩST = Ω, for Ω :=
(

0 1N
−1N 0

)
the symplectic

form. Physically, S represents a set of quantum-limited
multimode phase-shifting, mode-mixing, and squeezing
operations acting on an N -mode initial thermal state
with thermal photon populations n̄i.

We can furthermore perform a Bloch-Messiah (or Eu-
ler) decomposition S = OoutΛOin where Oout and Oin are
orthogonal symplectic matrices and Λ is a diagonal ma-
trix of the form Λ = diag(e−r1 , . . . , e−rN , e+r1 , . . . , e+rN ).
(Note that this convention does not list the elements in
increasing order.) Physically, the N -mode operation rep-
resented by S is being decomposed into a set of (ac-
tive) single-mode squeezers with squeezing parameters
ri, sandwiched between an input set of N -mode (pas-
sive) beamsplitters and phaseshifters represented by Oin

and a similar set at the output represented by Oout.

Since Oout passively generates multimode squeezing
from single-mode squeezing, it is also the matrix that de-
termines the separable supermodes of the Gaussian state.
In general, Oout (and Oin) have the general form

(
X −Y
Y X

)
,

and U := X+iY is a N×N unitary matrix, which defines
the supermodes via

Ĉi :=

N∑
j=1

Uij ĉj . (D1)

Note that while they are separable, these supermodes are
not necessarily uncorrelated; they have a covariance ma-

trix Σ̃ := OT
outΣOout = ΛOinDO

T
inΛ, which is diagonal if

D ∝ 12N ; the off-diagonal elements represent correlations
due to multi-(super)mode mixtures of thermal photons.
For a pure Gaussian state, D = diag(1/2), so the first

N diagonal elements of Σ̃ give the variance along the
squeezed quadrature of each supermode Ĉi, respectively,
while the last N diagonal elements give the correspond-
ing variance along the antisqueezed quadratures; for Ĉi,
these variances are 1

2e
±2ri , respectively.

Appendix E: Gaussian theory for self-heterodyne
detection of CEO beat note

In this appendix, we derive expressions for the sig-
nal and noise of an f − 2f beat note obtained by self-
heterodyning a supercontinuum frequency comb con-
sisting of a fundamental-harmonic (FH) and a second-
harmonic (SH) envelope, when the state of the field
is in a multimode-entangled Gaussian state. In self-
heterodyning, we have overlapping frequency compo-
nents between the FH and SH envelopes which inter-
fere at a photodetector to produce a heterodyne sig-
nal. This situation is slightly different from the usual
quantum-optical setup for single-mode heterodyne in-
volving a strong local oscillator in a coherent state. Nev-
ertheless, expressions for the signal and noise of the re-
sult can be derived using the same photodetection theory.
Here, we follow the formalism of Ref. [82] to do so.
The heterodyne photocharge received after demodulat-

ing the photocurrent with an electronic local oscillator at
frequency fh and then integrating for time Th (assumed
larger than the pulse duration), can be expressed as [82]

⟨Qh⟩ =
∫ Th

0

vh(t)G1(t) dt, (E1)

where vh(t) := cos(2πfht) and the first-order correlation
function is

G1(t) :=
〈
D̂†(t)D̂(t)

〉
, (E2)

for some appropriate choice of D̂ such that D̂†D̂ captures
the photon flux at the surface of the detector.
On the other hand, the noise on that photocharge has

a variance given by [82]

〈
δQ2

h

〉
=

∫ Th

0

v2h(t)G1(t) dt (E3)

+

∫ Th

0

∫ Th

0

vh(t)vh(t
′)G2(t, t

′) dtdt′,

where the first term represents the shot noise associated
to ⟨Qh⟩ and the second term is contributed by the second-
order correlation function

G2(t, t
′) :=

〈
D̂†(t)D̂†(t′)D̂(t)D̂(t′)

〉
−G1(t)G1(t

′).

(E4)

To develop G1 and G2 further, we specialize to a pulsed
field generated by a frequency comb with repetition rate
frep. We assume the field consists of a FH envelope with
carrier-envelope offset (CEO) frequency fceo < frep and
an SH envelope with CEO frequency 2fceo. The modes
of the FH comb, denoted by Âm, have frequency (m +
m0)frep + fceo, and the modes of the SH comb, denoted

by B̂q, have frequency (q + 2m0)frep + 2fceo, where m0

is a fixed integer denoting the central FH comb line, and

we have as usual [Âm, Â
†
m′ ] = δmm′ and [B̂q, B̂

†
q′ ] = δqq′ .
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We also assume that the linewidth of the comb lines are
much smaller than both fceo and frep − fceo, so that two
spectral modes with optical frequencies separated only
by fceo are distinguishable, so [Âm, B̂

†
q ] = 0 for all m, q.

Let us move to the rotating frame of mode Â0 (with the
CEO frequency included), so that all mode operators now
rotate at m0frep+fceo. In this frame, we can construct a
field operator (at the surface of the detector) out of the

modes Âm and B̂q via

d̂(t) =
∑
m

Âme−2πimfrept (E5)

+
∑
q

B̂qe
−2πi(q+m0)frepte−2πifceot.

However, d̂ does not physically describe a frequency comb
and its corresponding pulse train. Rather, the physical
scenario described by (E5) is a single pulse obeying a
periodic boundary; alternatively, we may interpret (E5)
as a Fourier series decomposition of the first pulse of the

train. For example, while the field d̂ has finite energy, a
true pulse train would not, even though the flux (eval-
uated at some reference plane) may be the same. As
we will see, the distinction between these two scenarios
is important for calculating multi-time correlation func-
tions such as G2(t, t

′). To fix the issue, we note that
since the physical pulse train we are considering does not
exhibit any interpulse correlations (i.e., each pulse is the
same as the next), and the only difference we have to
track is the shift in the CEO phase from one pulse to the
next. In this case, we can take

D̂(t) =
√
frep

∞∑
ℓ=−∞

Π(frept− ℓ) d̂ℓ(t), (E6)

where the rectangle function Π(x) is one if 0 < x < 1

and zero otherwise. By writing d̂ℓ, we formally mean

that we substitute in (E5) Âm 7→ Â
(ℓ)
m and B̂q 7→ B̂

(ℓ)
q ,

which, for different values of the superscript ℓ, are inde-
pendent modes but distributed identically to our original
wavespace modes Âm and B̂q. Formally, let Ĉ(ℓ) be any

product of operators from among Â
(ℓ)
m , B̂

(ℓ)
q (and their

adjoints), so that any expectation value can be written

as
〈
Ĉ

(ℓ1)
1 C

(ℓ2)
2 · · ·

〉
, where ℓ1 < ℓ2 < · · · . Then under

our “independent but identically distributed” condition,〈
Ĉ

(ℓ1)
1 Ĉ

(ℓ2)
2 · · ·

〉
=

〈
Ĉ1

〉〈
Ĉ2

〉
· · · (without superscripts).

We also note that we have turned D̂†D̂ into a flux
quantity by normalizing the photons per pulse by the
repetition time, which corresponds to assuming a sep-
aration between a “fast timescale” on the order of the
pulse duration (e.g., ∼ 100 fs), and a “slow timescale” on
the order of the repetition time (e.g., ∼ 1 ns).

Using this form for D̂(t), we can now calculate that

G1(t) = frep

∞∑
l=−∞

Π(frept− ℓ)
〈
d̂†ℓ(t)d̂ℓ(t)

〉
= frep

∞∑
ℓ=−∞

Π(frept− ℓ) g1(t). (E7)

where, in the first line, we have used Π(x− ℓ)Π(x− r) =
Π(x− ℓ)δlr, and in the second line used the fact that the
expectation value only involves operators from the same
pulse index ℓ, which allows us to express the result in
terms of the first-order correlation function for a “single
pulse”, defined as

g1(t) :=
〈
d̂†(t)d̂(t)

〉
. (E8)

Using similar arguments, we find that

G2(t, t
′) = f2rep

∞∑
ℓ,ℓ′=−∞

Π(frept− ℓ)Π(frept
′ − ℓ′)

×
〈
d̂†ℓ(t)d̂

†
ℓ′(t

′)d̂ℓ(t)d̂ℓ′(t
′)
〉
−G1(t)G1(t

′)

= f2rep

∞∑
ℓ=−∞

Π(frept− ℓ)Π(frept
′ − ℓ) g2(t, t

′), (E9)

where for the second line we used the fact that the sub-
traction of G1(t)G1(t

′) eliminates all terms of the sum
for which ℓ ̸= ℓ′, allowing us to similarly express the re-
sult in terms of the second-order correlation function for
a single pulse, defined as

g2(t, t
′) :=

〈
d̂†(t)d̂†(t′)d̂(t)d̂(t′)

〉
− g1(t)g1(t

′). (E10)

It is worth emphasizing the form of (E9), in which having
two windows tied to the same index ℓ ensures that g2(t, t

′)
does not contribute to G2(t, t

′) when |t − t′| > 1/frep.
This is essential for enforcing the independence of the
modes constituting each individual pulse, despite the fact
that we are able to write the result in terms of only
the single-pulse modes Âm and B̂q due to the quasi-
periodicity of the pulse train.

At this point, we have finished setting up the model,
and we can proceed with the calculation of the hetero-
dyne signal ⟨Qh⟩ and noise

〈
δQ2

h

〉
. In doing so, we set

fh = fceo and take Th ≫ 1/fceo > 1/frep (but still
smaller than the coherence time of each comb line), so
that all beat notes with frequency larger than fceo wash
out and we are left only with the components at the beat
note fceo, demodulated to DC. We also take Th to be an
integer multiple of the pulse repetition time 1/frep, which
causes no loss of generality in the limit Th ≫ 1/frep.

We first calculate ⟨Qh⟩. Inserting (E7) into (E1),

⟨Qh⟩ =
Thfrep∑
ℓ=0

∫ ℓ+1

ℓ

ds cos(ϕceos) g1(t), (E11)

where we have changed integration variables to s = tfrep
and defined the CEO phase ϕceo := 2πfceo/frep. The
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Π(frept−ℓ) windows have broken up the integration over
t into a sum of integrals over individual pulses. In the
limit Th ≫ 1/frep, we can evaluate the integrals in (E11)
at each ℓ, and then neglect all oscillating terms in ℓ that
do not scale with Thfrep. Furthermore, we can restrict
our attention to only those terms in g1(t) with oscillations
at fceo, which are∑

m,q

〈
Â†

mB̂q

〉
e−2πi(q−m+m0)frepte−2πifceot + c.c.

However, we clearly also require m0 + q −m = 0, which
physically means that only interference from FH and SH
lines that are next to each other (separated by fceo) con-
tribute. For convenience, let us introduce the shorthand
q(m) := m − m0. Inserting only the relevant terms of
g1(t) into (E11), evaluating the sum of integrals, and ap-
plying the limit Thfrep ≫ 1 we get

⟨Qh⟩ = Thfrep
∑
m

Re
〈
Â†

mB̂q(m)

〉
. (E12)

If we now define the steady-state photocurrent to be

⟨Ih⟩ := ⟨Qh⟩/Th, then we exactly get the expression (32)
from the main text.

The calculation for
〈
δQ2

h

〉
is similar. Inserting (E9)

and (E7) into (E3),

〈
δQ2

h

〉
=

Thfrep∑
ℓ=0

∫ ℓ+1

ℓ

cos2(ϕceos) g1(t) ds (E13)

+

Thfrep∑
ℓ=0

∫ ℓ+1

ℓ

∫ ℓ+1

ℓ

cos(ϕceos) cos(ϕceos
′) g2(t, t

′) dsds′,

where, again, t = s/frep and t′ = s′/frep. This time, the
first integral only picks out components of g1(t) oscillat-
ing at DC. These terms are∑

m

(〈
Â†

mÂm

〉
+

〈
B̂†

mB̂m

〉)
.

The second integral is more intensive: the relevant terms
of g2(t, t

′) are those whose time dependence takes the

form e−2πifceo(t±t′), which consists of the terms

∑
m,m′

[(〈
Â†

mÂ
†
m′B̂q(m)B̂q(m′)

〉
−
〈
Â†

mB̂q(m)

〉〈
Â†

m′B̂q(m′)

〉)
e−2πifceo(t+t′) + c.c.

]
+

∑
m,m′

[(〈
Â†

mB̂
†
q(m′)Âm′B̂q(m)

〉
−

〈
Â†

mB̂q(m)

〉〈
Âm′B̂†

q(m′)

〉)
e−2πifceo(t−t′) + c.c.

]
.

We then need to insert all these terms for both g1(t)
and g2(t, t

′) into (E13), evaluate the sums of integrals,
apply the limit Thfrep ≫ 1, and perform some algebra.
The end result is that we can define the variance of the
photocurrent to be

〈
δI2h

〉
:=

〈
δQ2

h

〉
/T 2

h , which is given
by (33) in the main text. It is interesting to note it turns
out that the second term depends continuously on ϕceo,
while the first term does not (except for some discrete,
edge cases such as ϕceo = π/2, π, etc., which we neglect).

We end this section with a remark on evaluating the
fourth-order moments that show up in (33). For a Gaus-
sian state, they can always be simplified into sums over
products of second-order moments, using the relationship

⟨x̂ûv̂ŷ⟩ − ⟨x̂ŷ⟩⟨ûv̂⟩ (E14)

=
(
⟨x̂⟩⟨û⟩+ ⟨δx̂δû⟩

)
⟨δv̂δŷ⟩+ ⟨v̂⟩⟨ŷ⟩⟨δx̂δû⟩

+
(
⟨x̂⟩⟨v̂⟩+ ⟨δx̂δv̂⟩

)
⟨δûδŷ⟩+ ⟨û⟩⟨ŷ⟩⟨δx̂δv̂⟩.
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J. Swinarton, A. Száva, K. Tan, P. Tan, V. D. Vaidya,
Z. Vernon, Z. Zabaneh, and Y. Zhang, Nature 591, 54
(2021).

[14] S. Takeda and A. Furusawa, APL Photonics 4, 060902
(2019).

[15] M. Jankowski, J. Mishra, and M. M. Fejer, J. Phys. Pho-
ton. 3, 042005 (2021).

[16] J. Lu, M. Li, C.-L. Zou, A. Al Sayem, and H. X. Tang,
Optica 7, 1654 (2020).

[17] M. Zhao and K. Fang, Optica 9, 258 (2022).
[18] R. Yanagimoto, E. Ng, M. Jankowski, H. Mabuchi, and

R. Hamerly, Optica 9, 1289 (2022).
[19] R. Yanagimoto, E. Ng, L. G. Wright, T. Onodera, and

H. Mabuchi, Optica 8 (2021).
[20] A. Gilchrist, C. W. Gardiner, and P. D. Drummond, Nat.

Phys. 55, 3014 (1997).
[21] P. D. Drummond and M. Hillery, The Quantum Theory

of Nonlinear Optics (Cambridge University Press, 2014).
[22] R. Nehra, R. Sekine, L. Ledezma, Q. Guo, R. M. Gray,

A. Roy, and A. Marandi, Science 377, 1333 (2022).
[23] T. Kashiwazaki, N. Takanashi, T. Yamashima,

T. Kazama, K. Enbutsu, R. Kasahara, T. Umeki,
and A. Furusawa, APL Photon. 5, 036104 (2020).

[24] H. Vahlbruch, S. Chelkowski, K. Danzmann, and
R. Schnabel, New J. Phys. 9, 371 (2007).

[25] J. Liu, A. S. Raja, M. Karpov, B. Ghadiani, M. H. P.
Pfeiffer, B. Du, N. J. Engelsen, H. Guo, M. Zervas, and
T. J. Kippenberg, Optica 5, 1347 (2018).

[26] R. Yanagimoto, E. Ng, A. Yamamura, T. Onodera, L. G.
Wright, M. Jankowski, M. M. Fejer, P. L. McMahon, and
H. Mabuchi, Optica 9, 379 (2021).

[27] R. Yanagimoto, E. Ng, T. Onodera, and H. Mabuchi,
Proc. SPIE 11684, 11684D (2021).

[28] C. Weedbrook, S. Pirandola, R. Garćıa-Patrón, N. J.
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ℏ [Ĥ, x̂] dt +

1
2

∑
ℓ

(
L̂†

ℓ [x̂, L̂ℓ] + [L̂†
ℓ , x̂]L̂ℓ

)
dt +∑

ℓ

(
[L̂†
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